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Automatically Reconstructing Subclonal Composition and Evolution from
Whole Genome Sequencing of Bulk Tumor Samples

Deshwar, Amit G

Vembu, Shankar

Yung, Christina

Jang, Gun Ho

Stein, Lincoln

Morris, Quaid; University of Toronto

Solid tumors often contain multiple subclonal populations of cancerous cells. These populations
are defined by distinct somatic mutations that include single nucleotide variants and small indels
— collectively called simple somatic mutations (SSMs) — and larger structural changes that result
in copy number variations (CNVs). In some cases, the genotype and prevalence of these
subclones can be reconstructed based on high-throughput, short-read sequencing of DNA in
one or more bulk tumor samples. To date, CNV-based reconstructions are limited to tumors with
two or fewer cancerous subclonal populations and with a small number of CNVs.

We describe a new method that incorporates CNVs and SSMs in subclonal reconstruction and
demonstrate its value on subclonal reconstruction problems on WGS data from TCGA
benchmarks and simulated WGS data. Our method accurately recovers subclonal composition

in a TCGA benchmark for which CNV based methods fail. We also show that SSMs can
supplement CNV-based subclonal reconstructions by identifying subclonal lineages missed by
CNV-based methods. Through simulations using realistic parameters, we show that our method
can perform subclonal reconstructions based on 30-50x coverage WGS data from single bulk
tumor samples with 10’s to 1000’s of SSMs per subclone for as many as three cancerous

subclones (i.e., four cell populations including normal) and can reliably resolve up to six
populations if provided read depths of 200 or more. We also show that our method can
accurately reconstruct the phylogeny of the subclonal populations and can appropriately
combine overlapping SSMs with CNVs.

Our work greatly expands the range of tumor samples for which subclonal reconstruction is
possible by performing accurate subclonal reconstruction of at least four subclonal populations
(including normal) based on medium coverage (30-50x) WGS data from single bulk tumor
samples. In particular, we show that SSM-based approaches are successful for samples for



which CNV-based approaches cannot or do not work. We also describe a principled approach to
combining overlapping SSM and CNV data that is consistent with modeling assumptions implicit

in subclonal reconstruction. We will release an open source Python/C++ software
implementation of our method upon publication.



Quantifying Tumor Heterogeneity in Whole-Genome and Whole-Exome
Sequencing Data

Oesper, Layla; Brown University, Computer Science
Satas, Gryte; Brown University, Computer Science
Raphael,Benjamin; Brown University, Computer Science

Motivation: Most tumor samples are a heterogeneous mixture of cells, including admixture by
normal (non-cancerous) cells and subpopulations of cancerous cells with different complements
of somatic aberrations. This intra-tumor heterogeneity complicates the analysis of somatic
aberrations in DNA sequencing data from tumor samples.

Results: We describe an algorithm to infer the composition of a tumor sample — including not

only tumor purity but also the number and content of tumor subpopulations — directly from both
whole-genome and whole-exome high-throughput DNA sequencing data. This algorithm builds
upon our earlier Tumor Heterogeneity Analysis (THetA) algorithm in several important directions.
These include improved ability to analyze highly rearranged genomes using a variety of data
types: both whole-genome sequencing (including low 5X coverage) and whole-exome
sequencing. We apply our improved THetA algorithm to whole-genome (including low-pass) and
whole-exome sequence data from 18 samples from The Cancer Genome Atlas (TCGA). We find

that the improved algorithm is substantially faster and identifies numerous subclonal tumor
populations in the TCGA data, including in one highly rearranged sample for which other tumor
purity estimation algorithms were unable to estimate tumor purity.

Availability: An implementation of THetA is available at: http://compbio.cs.brown.edu/software

Contact: layla@cs.brown.edu, braphael@brown.edu



TIPP:Taxonomic Identification and Phylogenetic Profiling

Nguyen, Nam-phuong; University of Texas at Austin, Computer Science

Mirarab, Siavash; University of Texas at Austin, Computer Science

Liu, Bo; University of Maryland, Computer Science

Pop, Mihai; University of Maryland, Center for Bioinformatics and Computational Biology
Warnow, Tandy; University of Texas, Computer Sciences

Motivation: Abundance profiling (also called “phylogenetic profiling”) is a crucial step in
understanding the diversity of a metagenomic sample, and one of the basic techniques used for
this is taxonomic identification of the metagenomic reads.

Results: We present TIPP (taxon identification and phylogenetic profiling), a new marker-based
taxon identification and phylogenetic profiling method. TIPP combines a highly accurate
phylogenetic placement method (SEPP) with statistical techniques to control the precision and
recall of the classification results. TIPP is more robust to sequencing error and has better recall
than other marker-based taxon identification methods, and also yields highly accurate
abundance profiles, matching or improving on many previous approaches, including NBC,
PhymmBL, MetaPhyler, and MetaPhlAn.

Availability: Software and supplementary materials are available at
http://www.cs.utexas.edu/users/phylo/software/sepp/tipp-submission/.
Contact: tandy@cs.utexas.edu



KmerStream: Streaming Algorithms for k-mer Abundance Estimation

Melsted, Pall; University of Iceland, Faculty of Industrial Engineering, Mechanical Engineering and
Computer Science
Halldorsson, Bjarni; deCODE genetics/Amgen, ; Reykjavik University, Biomedical Engineering

Motivation: Several applications in bioinformatics, such as genome assemblers and error
corrections methods, rely on counting and keeping track of k-mers (substrings of length k).
Histograms of k-mer frequencies can give valuable insight into the underlying distribution and
indicate the error rate and genome size sampled in the sequencing experiment.

Results: We present KmerStream, a streaming algorithm for computing statistics for high
throughput sequencing data based on the frequency of k-mers. The algorithm runs in time linear
in the size of the input and the space requirement are logarithmic in the size of the input. This
very low space requirement allows us to deal with much larger datasets than previously
presented algorithms. We derive a simple model that allows us to estimate the error rate of the
sequencing experiment, as well as the genome size, using only the aggregate statistics reported
by KmerStream and validate the accuracy on sequences from a PhiX control. As an application
we show how KmerStream can be used to compute the error rate of a DNA sequencing
experiment. We run KmerStream on a set of 2656 whole genome sequenced individuals and
compare the error rate to quality values reported by the sequencing equipment. We discover that
while the quality values alone are largely reliable as a predictor of error rate, there is considerable
variability in the error rates between sequencing runs, even when accounting for reported quality
values.

Availability: The tool KmerStream is written in C++ and is released under a GPL license. It is
freely available at https://github.com/pmelsted/KmerStream

Contact: pmelsted@hi.is


https://www.google.com/url?q=https%3A%2F%2Fgithub.com%2Fpmelsted%2FKmerStream&sa=D&sntz=1&usg=AFQjCNEbra0Pb0W-VW7cIIxWQjyQAhbPAw

Oral Presentations 2: 10:45am — 11:45am

SplitMEM: Graphical Pan-Genome Analysis with Suffix Skips

Marcus, Shoshana; Cold Spring Harbor Larboratory, Simons Center for Quantitative Biology
Lee, Hayan; Stony Brook University, Department of Computer Science
Schatz, Michael; Cold Spring Harbor Laboratory, Simons Center for Quantitive Biology

Motivation: With the rise of improved sequencing technologies, genomics is expanding from a
single reference per species paradigm into a more comprehensive pan-genome approach with
multiple individuals represented and analyzed together. One of the most sophisticated data
structures for representing an entire population of genomes is a compressed de Bruijn graph.
The graph structure can robustly represent simple SNPs to complex structural variations far
beyond what can be done from linear sequences alone. As such there

is a strong need to develop algorithms that can efficiently construct and analyze these graphs.

Results: In this paper we explore the deep topological relationships between the suffix tree and
the compressed de Bruijn graph. We introduce a novel O(n log n) time and space algorithm
called splitMEM, that directly constructs the compressed de Bruijn graph for a pan-genome of
total length n. To achieve this time complexity, we augment the suffix tree with suffix skips, a
new construct that allows us to traverse several suffix links in constant time, and use them to
efficiently decompose maximal exact matches (MEMs) into the graph nodes. We demonstrate
the utility of splitMEM by analyzing the pan-genomes of 9 strains of Bacillus anthracis and 9
strains of Escherichia coli to reveal the properties of their core genomes.

Availability: The source code and documentation are available open-source at
http://splitmem.sourceforge.net

Contact: mschatz@cshl.edu



Merging of Multi-String BWTs with Applications

Holt, James; University of North Carolina, Computer Science
McMillan, Leonard; University of Chapel Hill, Computer Science

Motivation: The throughput of genomic sequencing has increased to the point that is overrunning
the rate of downstream analysis. This, along with the desire to revisit old data, has led to a
situation where large quantities of raw, and nearly impenetrable, sequence data is rapidly filling
the hard drives of modern biology labs. These datasets can be compressed via a multi-string
variant of the Burrows-Wheeler Transform (BWT), which provides the side benefit of searches
for arbitrary k-mers within the raw data, as well as, the ability to reconstitute arbitrary reads as
needed. We propose a method for merging such datasets for both increased compression and
downstream analysis.

Results: We present a novel algorithm that merges multi-string BWTs in O(LCS N ) time where

LCS is the length of their longest common substring between any of the inputs and N is the total
length of all inputs combined (number of symbols) using O(N log2 (F )) bits where F is the
number of multi-string BWTs merged. This merged multi-string BWT is also shown to have a

higher compressibility compared to the input multi-string BWTs separately. Additionally, we
explore some uses of a merged multi-string BWT for bioinformatics applications.

Availability: The MSBWT package is available through PyPI with source code located at
https://code.google.com/p/msbwt/.

Contact: holtjma@cs.unc.edu



Journaled String Tree - A Scalable Data Structure for Analyzing Thousands of
Similar Genomes on your Laptop

Rahn, Rene; FU Berlin
Weese, David; FU Berlin
Reinert, Knut; FU Berlin

Motivation: Next generation sequencing (NGS) has revolutionized biomedical research in the last
decade and led to a continues stream of developments in bioinformatics addressing the need for
fast and space efficient solutions for analyzing NGS data. Often researchers need to analyze a
set of genomic sequences which stem from closely related species or are indeed individuals of
the same species. Hence the analyzed sequences are very similar. For analyses where local
changes in the examined sequence induce only local changes in the results it is obviously
desirable to examine identical or similar regions not repeatedly.

Results: In this work we provide a datatype which exploits data parallelism inherent in a set of
similar sequences by analyzing shared regions only once. In real-world experiments we show
that algorithms which otherwise would scan each reference sequentially can be speeded up by a
factor of 115.

Availability: The data structure and associated tools are publicly available at
http://www.seqan.de/projects/jst and are part of SegAn, the C++ template library for sequence

analysis.

Contact: rene.rahn@fu-berlin.de, knut.reinert@fu-berlin.de



Multi-Factor Data Normalization Enables the Detection of Copy Number
Aberrations in Amplicon Sequencing Data

Boeva, Valentina; Curie Institute, Bioinformatics

Popova, Tatiana; INSERM, U830; Institut Curie, Genetics and Biology of Cancer

Lienard, Maxime; Institut de Pathologie et de Génétique, Bioinformatics

Toffoli, Sebastien; Institut de Pathologie et de Génétique, Bioinformatics Kamal, Maud; Institut
Curie, Clinical Research Department

Le Tourneau, Christophe; Institut Curie, Department of Medical Oncology

Gentien, David; Institut Curie, Plateforme de Génomique, Département de recherche
translationnelle

Servant, Nicolas; Institut Curie, U900

Gestraud, Pierre; Institut Curie, U900

Rio Frio, Thomas; Institut Curie, Next-generation sequencing platform Hupé, Philippe; Institut
Curie, Bioinformatics

Barillot, Emmanuel; Institut Curie, U900 Computational Systems Biology of Cancer

Laes, Jean-Frangois; OncoDNA, Bioinformatics

Motivation: Due to its low cost, amplicon sequencing, also known as ultra-deep targeted
sequencing, is now becoming widely used in oncology for detection of actionable mutations, i.e.
mutations influ- encing cell sensitivity to targeted therapies. Amplicon sequencing is based on
the PCR amplification of the regions of interest, a process that considerably distorts the

information on copy numbers initially present in the tumor DNA. Therefore, additional
experiments such as SNP or CGH arrays often complement amplicon sequencing in clinics in

order to identify copy number status of genes whose ampli- fication or deletion has direct
consequences on the efficacy of a particular cancer treatment. So far there has been no proven
method to extract the information on gene copy number aberrations based solely on amplicon
sequencing. Results: Here we present ONCOCNV, a method that includes a multi-factor

normalization and annotation technique enabling the detection of large copy number changes
from amplicon sequencing data. We validated our approach on high and low amplicon density
datasets and demonstrated that ONCOCNYV can achieve a precision comparable to that of array
CGH techniques in detecting copy num- ber aberrations. Thus, ONCOCNV applied on amplicon
sequencing data would make the use of additional array CGH or SNP array experiments
unnecessary.



Poster Spotlights 1: 11:45am - 12:05am
Massively Parallel Read Mapping on GPUs with PEANUT

Kdoster, Johannes; University Duisburg-Essen, Human Genetics, Chair of Genome Informatics
Rahmann, Sven; University Duisburg-Essen, Genome Informatics

We present PEANUT (ParallEl AligNment UTility), a highly parallel GPU-based read mapper with
several distinguishing features, including a novel g-gram index (called the g-group index) with
small memory footprint built on-the-fly over the reads and the possibility to output both the best
hits or all hits of a read. Designing the algorithm particularly for the GPU architecture, we were
able to reach maximum core occupancy for several key steps. Our benchmarks show that
PEANUT outperforms other state-of-the-art mappers in terms of speed and sensitivity. The
software is available at http://peanut.readthedocs.org.



An Infrastructure to Jointly Leverage Public and Private Genomic Data in a
Co-Located Data/High-Performance Computing Environment

De La Veqga. Francisco; Annai Systems Inc
Young, Stuart; Annai Systems Inc
Schlumpberger, Thomas; Annai Systems Inc
Pae, Ming; Annai Systems Inc

Hayek, Raja; Annai Systems Inc

Cancer is a disease of the genome in which an accumulation of genomic alterations leads to
unregulated cell growth. Cancer remains a leading cause for disease worldwide with an
expected incidence to increase to 21 million by 2030. Most cancer patients are treated with
one-size-fits-all therapies based on the tumour’s anatomic location, tissue of origin and stage,
but because each tumour is distinct at the molecular level, response to standard therapies is
highly variable. To target and truly personalize cancer therapies to the genomic alterations
present in a particular patient's tumour, researchers need a comprehensive catalogue of the
molecular alterations that arise during the formation of malignant tumours, and models of how
these alterations interact to give rise to tumour phenotype. Researchers need access to
enormous amounts of cancer data to develop such models and to truly personalize cancer
therapies. Public data sets (e.g. 1000 genomes Project, TCGA, Target, ICGC, etc.) represent a
vast resource with a tremendous body of cancer data. Combining public data sets with private
data increases the power to develop diagnostic signatures and/or targeted therapy by joint
analysis and validating and statistically refining the yield of private data with public data. The
current issue to this methodology is the highly fragmented storage of public and private data and
the inefficient access to public data. Researchers spend weeks to months downloading
hundreds of terabytes of data from central repositories before computations can begin.
Annai-ShareSeq is a data sharing resource in a collocated data/compute environment and
combines access to public genomic data sets, infrastructure as a service (to store and access
private data) with a compute environment and an array of tools to process and analyze genomic
data. This environment leverages the technology we developed to create and manage the
CGHub TCGA repository together with UCSC. ShareSeq is a hosted service that differs
dramatically from the traditional cloud in two features: (i) formal mechanisms to store protected
health information (PHI/HIPAA) securely and safely built into the system from the start; (ii) the
system is specifically designed for scientific computing over large shared data sets supporting
common bioinformatics workflow tools; (iii) Fast download and access to raw genomic
information and metadata through the GeneTorrent protocol; and (iv) Provenance management
to enhance analysis reproducibility. ShareSeq initially hosts normalized, processed data from the
1000 Genomes Project and ICGC data sets (whole genome sequence, transcriptomic,
methylation, and other types of data), provides single tenant instances to store private data and a
high performance compute environment with a large array of tools to analyze and compute a
public/private data. Over time ShareSeq will host and increasing number of high value genomic
public datasets.



Imseq and Imsim - A Software Toolkit for Imnmunogenetic Sequence Analysis

Kuchenbecker, Leon; Institute for Medical Genetics, Universitatsklinikum Charité
Nienen, Mikalai; Institute for Medical Genetics, Universitatsklinikum Charité
Hecht, Jochen; Institute for Medical Genetics, Universitatsklinikum Charité
Babel, Nina; Institute for Medical Genetics, Universitatsklinikum Charité
Neumann, Avidan; Institute for Medical Genetics, Universitatsklinikum Charité
Robinson, Peter Nick; Institute for Medical Genetics, Universitatsklinikum Charité

The identification of T- and B-cell clonotypes in mixed samples by enrichment and
next-generation sequencing of the somatically recombined antigen receptor gene has recently
been introduced as a powerful method of profiling the immune status. Applications include the
tracking of clones specific for an antigen of interest in patients (e.g. virus or transplant specific
cells) as well as single- or comparative analysis of entire immune repertoires.

We present "imseq", an analysis tool capable of identifying T- and B-cell receptor gene
clonotypes from next-generation sequencing reads. The V-segment, J-segment and CDR3
sequence are identified from either single- or paired-end reads using fast filtering and alignment
methods implemented in the SeqAn C++ library. Furthermore, we developed post-processing
clustering methods for clonotype repertoires to correct for sequencing and PCR amplification
errors inside the CDR3 region as well as clustering based on barcode sequences added during
an enrichment-PCR.

Additionally, we also present "imsim", a simulator for the somatic VDJ-recombination process in
T- and B-cell development. The simulator constructs the junction sites between the V, D and J
gene segments according to a set of user-specified distributions for the modification operations
used at the junction sites. It is also capable of simulating the PCR amplification process and can
therefore be used in conjunction with an NGS read simulator such as Mason to generate
simulated receptor gene sequence reads.

Evaluations with such simulated as well as real data show that "imseq" is capable of correctly
identifying antigen receptor clonotypes. We also show that using paired-end sequencing should
be preferred over single-end sequencing with the same overall read lengths in order to
significantly reduce V-segment ambiguity and over-estimation of the repertoire size.



De novo Assembly of the North American Bullfrog Transcriptome with
Trans-ABySS

Behsaz, Bahar
Raymond, Anthony

Nip, Ka Ming

Chiu, Readman
Vandervalk, Ben
Jackman, Shaun
Mohamadi, Hamid
Hammond, S Austin
Veldhoen, Nicholas
Helbing, Caren C

Birol, Inanc; BC Cancer Agency, Genome Sciences Centre; British Columbia Cancer Agency,
Genome Sciences Centre

Whole transcriptome shotgun sequencing (RNA-seq) provides the ability to perform efficient and
accurate transcriptome analysis and profiling. However, non-uniform coverage of transcripts in
RNA-seq data due to variable expression level of transcripts, up to six orders of magnitude, has
been a computational challenge for de novo assembly and analysis of RNA-seq data. Here, we
report our updates on transcriptome assembly algorithm Trans-ABySS, and its application in a
de novo assembly project to reconstruct the North American Bullfrog (Rana catesbeiana)
transcriptome. We assessed our results with the CEGMA (Core Eukaryotic Gene Mapping
Approach) tool which showed reconstruction of transcripts associated with 100% of 248 highly
conserved core eukaryotic genes. We were able to map more than 95% of the original reads
back to this assembled transcriptome. We used assemblies of RNA-seq data from different

tissues to perform differential expression analysis. Certain genes were expected to be
responding differently under different biological conditions. We observed that de novo
transcriptome assemblies were effective in identifying those genes and estimating their
expression levels, which correlated well with qPCR validation experiments. The results
demonstrate that Trans-ABySS is a valuable tool for assembling transcriptomes of non-model
organisms.



Oral Presentations 3: 1:30pm - 2:10pm

DIDA: Distributed Indexing Dispatched Alignment

Mohamadi, Hamid; BC Cancer Agency, Bioinformatics

Raymond, Anthony; BC Cancer Agency, Genome Sciences Centre

Vandervalk, Benjamin P; BC Cancer Agency, Genome Sciences Centre

Jackman, Shaun; BC Genome Sciences Centre, Bioinformatics; BC Cancer

Agency, Genome Sciences Centre

Birol, Inanc; BC Cancer Agency, Genome Sciences Centre; British Columbia Cancer Agency,
Genome Sciences Centre

Motivation: One essential application in bioinformatics affected by the high-throughput
sequencing data deluge is the sequence alignment problem where nucleotide or amino acid
sequences are queried against targets to find regions of close similarity. When queries are too
many and/or targets are too large, the alignment process becomes a computationally

challenging problem. This is especially true when targets are non-static, such as contigs in the

intermediate steps of a de novo assembly process where a new index must be computed for

each step.

Results: We present DIDA, a novel framework that distributes the indexing and alignment tasks
into smaller subtasks over a cluster of compute nodes. It provides a workflow beyond the
common practice of embarrassingly parallel implementations. DIDA is a cost-effective, scalable
and modular framework for the sequence alignment problem in terms of memory usage and
runtime. It can be employed in large-scale alignments to draft genomes and intermediate stages
of de novo assembly runs.

Availability: The DIDA source code, sample files and user manual available through
http://www.bcgsc.ca/platform/bioinfo/software/dida

The software is released under the British Columbia Cancer Agency
License (BCCA), and is free for academic use.

Contact: ibirol@bcgsc.ca



Single Molecule-level Characterization of Heterogeneity in Bacterial
Methylomes

Beaulaurier, John; Mount Sinai School of Medicine,
Zhu, Shijia; Mount Sinai School of Medicine,
Sebra, Robert; Mount Sinai School of Medicine,
Schadt, Eric; Mount Sinai School of Medicine,
Fang, Gang; Mount Sinai School of Medicine

In the bacterial kingdom, DNA methylation is catalyzed by three families of DNA
methyltransferases (MTases), which attach methyl groups to either adenine (N6-methyladenine,
6mA) or cytosine (N4-methylcytosine, 4mC or 5-methylcytosine, 5mC). Many bacterial DNA
MTases are encoded in the vicinity of restriction endonucleases (REs), together as
restriction-modification (RM) systems, which aid in protecting cells from invading foreign DNA.
Other MTases have also been described as orphan ones, which occur in the genome without an
associated RE, and have been found to play important roles in regulating gene expression and
virulence, as well as developing tolerance to antibiotics.

Genomic analyses suggest that some form of DNA methylation is present in nearly all bacteria,

as putative DNA MTases were found in 94% of 3300+ sequenced bacterial genomes. Given the
high frequency of MTase target sites throughout genomic sequences and the growing evidence
suggesting regulatory roles of methylations, the potential scope for exploring the diversity of
bacterial methylation and methylation-mediated gene regulation is vast. Although bisulfite
sequencing allows the detection of m5C, there has been a lack of a high-throughput

methodology for efficient genome-wide detection of the two major forms of methylation types in

bacteria (6mA and 4mC).

Single-molecule real-time DNA sequencing (SMRTseq) technology developed recently
represents a major advance enabling the detection of nearly twenty different types of chemical
modifications in DNA, including all the three major types of DNA methylations in bacteria (6mA,
4mC, and 5mC). In SMRTseq, each DNA molecule (circular with adapters) is sequenced by a

DNA polymerase multiple times as a real-time DNA synthesis process, and the time required for

incorporation of each nucleotide (namely, inter-pulse duration, IPD) is monitored in addition to the
specific base synthesized, and variation in the rate at which DNA polymerase acts ("IPD

variation") has been shown to be highly correlated with the presence of modifications within the
template.

Recently, we pioneered the first bacterial methylome study by comprehensively characterizing
the methylated bases in a pathogenic strain of Escherichia coli at genome wide scale, defining
simultaneously the specificity of all of the methyltransferases (MTases) and determining the
functional consequences of these modifications in the context of molecular networks. The
methylomes of a fast growing number of pathogenic and commensal bacteria are being



characterized. However, the heterogeneity of bacterial methylomes within a clonal population
and its dynamics over different conditions has not yet been explored much yet. This is because
current standard SMRTseqg-based bacterial methylome analysis targets single
nucleotide-resolution detection for a population of cells in an aggregated manner, which
fundamentally limits the detection of complex heterogeneity and subtle dynamics.

Here, we propose the first framework for single molecule-level detection and characterization of
bacterial methylations. The foundations of the framework are two mutually complementary
methods that effectively use molecule-specific IPDs for inferring methylation states at single
molecule resolution. First, we quantify the sensitivity and specificity of the methods over different
IPD coverage, and demonstrate that highly accurate detections can be achieved. Second, we
show that these single-molecule single-nucleotide methylation scores can be pooled together to
accurately estimate the global methylation heterogeneity for each MTase motif, even at
extremely low global coverage (0.001x). Furthermore, we present a statistically rigorous method
for calling non-methylated motif sites at single molecule resolution, and demonstrate its reliability
through validation by independent techniques and an enrichment analysis using transcriptional
factor binding data. Finally, we present a probabilistic phasing method and show it can be used
to infer MTase activity for single molecules, and differentiate between two types of global
heterogeneity in a clonal bacterial population. We applied the new framework to characterize
nine bacterial methylomes at single molecule resolution. The unique insights demonstrate the
effectiveness and potential of the framework for discovering novel epigenetic heterogeneity and
dynamics, which will enhance the analyses and interpretation of a fast growing number of
bacterial methylomes, towards deeper insights into the diverse roles of bacterial methylations in
bacterial virulence, host adaption and antibiotic resistance.



Poster Spotlights 2: 2:10pm - 2:30pm

Chimera: a Bioconductor Package for Secondary Analysis of Fusion Products

Beccuti, Marco; University of Torino, Department of Computer Sciences

Carrara, Matteo; University of Torino, Department of Molecular Biotechnology and Health
Sciences

Cordero, Francesca; University of Torino, Department of Computer Sciences

Lazzarato, Fulvio; University of Torino, Department of Medical Sciences

Donatelli, Susanna; University of Torino, Department of Computer Sciences

Nadalin, Francesca; University of Udine, Department of Mathematics

Policriti, Alberto; University of Udine, Department of Mathematics

Calogero, Raffaele; University of Torino, Dept. Clinical and Biological Sciences

Motivation: The discovery of novel gene fusions can lead to a better comprehension of cancer
progression and development. The emergence of deep sequencing of transcriptome, has
opened many opportunities for the identification of this class of genomic alterations, leading to
the discovery of novel chimeric transcripts in cancers. Nowadays, various computational
approaches have been developed for the detection of chimeric transcripts. Since a standard
format for the output of fusion detection tools it is missing then we have created chimera, which
organizes the output of a set of fusion detection tools (chimeraScan, bellerophontes, deFuse,
FusionFinder, FusionHunter, mapSplice, tophat-fusion, FusionMap, STAR) in a common data
structure, thereby simplifying the selection of the functionally interesting fusion events.

Availability and implementation: Chimera is implemented as a Bioconductor package in R. The
package and the vignette can be downloaded at bioconductor.org

Contact: raffaele.calogero@unito.it



Prioritizing Clinically Relevant Copy Number Variation from Genetic
Interactions and Gene Function Data

Foong, Justin; University of Toronto, Computer Science; Sickkids, GGB
Girdea, Marta; University of Toronto, Computer Science; Sickkids, GGB
Stavropoulos, James; Sickkids, GGB

Brudno, Michael; University of Toronto, Computer Science; Sickkids, GGB

Motivation: It is becoming increasingly necessary to develop computerized methods for
identifying the few disease-causing variants from hundreds discovered in each individual patient.
This problem is especially relevant for Copy Number Variants (CNVs), which can be cheaply
interrogated via low-cost hybridization arrays commonly used in clinical practice.

Results: We present a method to predict the disease relevance of CNVs that combines
functional context and clinical phenotype to discover clinically harmful CNVs (and likely causative
genes) in patients with a variety of phenotypes. We compare several feature and gene weighing
systems at the gene and CNV levels. We combined the best performing methodologies and
parameters on over 2,500 Agilent CGH 180k Microarray CNVs derived from 140 patients. Our
method achieved an F-score of 91.59%, with 87.08% precision and 97.00% recall.



Herpes Beware: Eliminating False Positive Virus Detections in NGS Data
Resulting from Alignment Biases

Forster, Michael; Christian-Albrechts-University Kiel, Institute of Clinical Molecular Biology;
Fluxus Technology Ltd,

Szymczak, Silke; Christian-Albrechts-University Kiel, Institute of Clinical Molecular Biology
Ellinghaus, David; Christian-Albrechts-University Kiel, Institute of Clinical Molecular Biology
Hemmrich, Georg; Christian-Albrechts-University Kiel, Institute of Clinical Molecular Biology
Kraemer, Lars; Institute of Clinical Molecular Biology, Cellbiology

Mucha, Séren; Christian-Albrechts-University Kiel, Institute of Clinical Molecular Biology
Wienbrandt, Lars; Christian-Albrechts-University Kiel, Department of Computer Science
Stanulla, Martin; Medical University Hannover, Department of Paedriatic Haematology and
Oncology

Franke, Andre; Institute of Clinical Molecular Biology, Christian-Albrechts-University in Kiel

Motivation: Viruses are associated with several cancers, for example hepatitis B (HBV) with liver
cancer or human papillomavirus (HPV) with cervical and other cancers. Recently, HBV
integration into the human genome was reported at genomic rearrangement sites and tentatively
associated with chromosomal instability in liver cancer. This finding fueled the search for
virus/host genome integrations of known viruses in DNA or RNA sequence data of other cancer
types. However, false positive virus detections can be a problem when reads align to viruses
(often herpes) rather than the host.

Results: We identified highly effective filters that increase specificity without compromising
sensitivity for virus/host chimera detection after paired-end sequencing and BWA-alignment. In
the German Office for Radiation Protection’s childhood acute lymphoblastic leukemia (ALL)
study we sequenced 20 tumor and matched germline genomes from 10 patients with 80x and
40x coverage, respectively. Childhood ALL is characterised by genomic rearrangements, with
radiation exposure as one suspected cause. Indeed, we found no significant evidence for virus
integrations. We also applied our method to a published liver cancer transcriptome with known
HBV integration. Our method eliminated 6400 false positives per 40%x genome and could even
detect the singleton human-phiX174-chimera caused by optical errors of the lllumina HiSeq
2000. This specificity is useful for detecting low virus integration levels using

regular whole genome or whole transcriptome coverages, without the need for prior cell sorting.

Availability and Implementation: The tool Vy-PER (Virus integration detection bY Paired End
Reads) is freely available on http://www.ikmb.uni-kiel.de/vy-per (or temporarily:

http://www.ikmbtmp.uni-kiel.de/pibase/vy-per/index.html).

Contact: m.forster@uni-kiel.de



De novo TE Annotation with TEAM: TE Annotation from Methylation

Zynda, Gregory; Indiana University, School of Informatics and Computing

Motivation: Transposable elements (TEs) are DNA sequences that can jump and replicate
throughout their host genome. The detection and classification of transposable elements is
crucial since they comprise significant portions of eukaryotic genomes and may induce

large-scale genome rearrangement. The number of completed genomes is growing

exponentially and current de novo repeat discovery methods are insufficient. They not only
misclassify many non-TE repeats such as tandem repeats, segmental duplications, and

satellites, they also cant detect low copy number transposons which

are kept silent through DNA methylation.

Results: To improve the detection of low copy number transposable elements, | propose TEAM,
which detects TEs in a reference genome based on its methylation signature. TEAM scans the
frequencies of each methylation motif (CG, CHH, and CHG) in a sliding window across the
whole genome and detects the unique methylation profiles of TEs, pseudogenes, and
protein-coding genes using a hidden markov model. Not only is TEAM be more precise than
existing algorithms, but it also demands less memory and processing time.

Availability: http://github.com/zyndagj/TEAM

Contact: gjzynda@indiana.edu
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ClinSeK: Targeted Clinical Variant Identification from High-Throughput
Sequencing Data

Zhou, Wanding

Zhao, Hao

Chong, Zechen

Eterovic, Agda

Shaw, Kenna

Meric-Bernstam, Funda

Mills, Gordon; Department of Systems Biology, Division of Cancer Medicine, The University of
Texas MD Anderson Cancer Center

Chen, Ken

The current paradigm of clinical sequencing data analysis employs a lengthy discovery
approach: aligning reads to the human reference assembly, discovering mutations from base to
base and identifying mutations that are likely actionable. Although widely practiced, such a
paradigm is not optimal for clinical applications, which demand rapid acquisition of clinically
relevant, sensitive, and unambiguous molecular profiles.

We developed ClinSeK based on a knowledge-driven inversely-operating paradigm that directly
tests well-characterized, clinically-relevant variants from high-throughput sequencing data,
without exhaustively aligning and comparing sequencing reads to the human reference genome.
We overcome challenges in analyzing repetitive regions and duplicated reads under this new
paradigm. Applying ClinSeK to characterize the molecular profile of over 600 deeply sequenced
cancer samples indicated that this new approach increases sensitivity in detecting low

frequency variants with over 50-fold reduction in processing time than existing approaches that
perform alignment and variant calling.

ClinSeK can test point mutations, indels and structural variations in single or paired samples. It
supports the analysis of both DNA and RNA sequencing data. It can also serve as a quick and
independent cross-validation in complement to existing variant discovery pipelines.



Multiple Group Comparisons for RNA-Seq and Stable Effect Size Estimates

Love, Michael

Comparative analysis of expression levels measured with RNA-Seq requires methods which
account for the particular distribution of the data: the units of evidence of expression are discrete,
positive counts of sequenced reads. One particular difficulty is that effect size estimates (fold
changes) across different groups or conditions will have high variance when the counts are low,
or more generally when the signal to noise ratio for the expression levels for the individual groups
is low. The moderation of effect size estimates, also referred to as regularization or shrinkage
estimation, can result in more stable estimates compared to the simple ratio of group averages.
However, with analysis of more than two groups, arbitrary choices for the construction of the
regularized model can influence the effect size estimates and the significance testing. | will
present an approach for producing stable effect size estimates across groups, which is
independent of the model construction and allows for the comparison of different groups, or each
individual group against the common expression level.



Bayesian Transcriptome Assembly

Maretty, Lasse

Sibbesen, Jonas Andreas
Ng, Kim

Krogh, Anders

The massive throughput of second-generation RNA-sequencing methods allows for
simultaneous discovery and quantification of transcript variants and has thus dramatically
increased our ability to explore complex transcriptomic landscapes. However, the short
sequencing fragments and noise typical of second-generation sequencing protocols complicate
the assembly of transcripts from these data.

The problem of transcriptome assembly is generally divided into the subproblems of first
constructing a splice-graph and subsequently estimating which combination of transcripts - or
paths in the graph - and associated abundance levels best explain the data. However, finding
efficient solutions to the latter problem remains a major challenge. Indeed, current algorithms
depend at least partly on heuristics to maintain accuracy and more robust, probabilistic
approaches are thus needed.

We introduce a new, Bayesian approach to splice-graph inference. Our main contribution is the
derivation of a Bayesian model of the RNA-sequencing process, which uses a novel prior
distribution over transcript abundances to model the number of expressed transcripts.
Importantly, this prior does not penalise lowly abundant transcripts in contrast to existing
methods. Inference of the posterior distribution over possible transcripts and abundance values
is conducted using an efficient Gibbs sampling method. Samples from the posterior distribution
are then used to estimate both a confidence and an abundance estimate for each possible
transcript. The confidence estimates in turn determine which transcripts are included in the final
assembly and thus provide a rigorous method for controlling the trade-off between recall and
precision.

Using this method, we demonstrate significant improvements in both recall and precision over
state-of-the-art assemblers on simulated RNA-sequencing data. More importantly, we also show
marked improvements in assembly accuracy on multiple real RNA-seq datasets as determined
using annotations and third-generation (PacBio) RNA sequencing data.

The inference algorithm is implemented in C++ as a complete transcriptome assembly package
under the name Bayesembler and the source code and a Linux binary are freely available under
the GPL license at bayesembler.binf.ku.dk.

AUTHORSHIP NOTE:
The two first authors contributed equally to this work.



Functional Alternative Splicing Analysis Using Long Read Technologies

de La Fuente, Lorena

Cristina, Marti

Rodriguez-Navarro, Susana

Moreno, Victoria

Conesa, Ana; Centro de Investigacion Principe Felipe

RNA-seq has been claimed to be a powerful tool for the analysis of alternative splicing events.
However, the analysis of the genome-wide functional implications of alternative isoforms
expression remain a difficult task due to two main reasons: on one had the still existing
limitations of short reads technologies and assembly algorithms to correctly predict full-length
isoforms, and on the other hand, the lack of appropriate software to annotate and mine functional
characteristics at the isoform resolution level. In this work we present our initial results to
develop a methodology for the functional analysis of alternative isoform expression, using a
mouse cell differentiation system from neural stem cells to oligodendrocytes as a test case. We
have applied the smart-seq protocol to obtain full-length RNA-seq libraries and sequenced them
using PacBio and lllumina technologies. We obtained around 1,2M PacBio subreads and 20
million Illumina reads per samples. The majority of the PacBio subreads contained both 3’ and
5’sequencing primers and mapped at over 90% of the length of Refseq transcripts, indicating
full-length transcript sequencing. PacBio reads were corrected and quantified with lllumina. We
detected the expression of 6,400 transcripts of which 2,000 transcripts were differentially
expressed between the two cell types. An intensive functional annotation pipeline was applied on
the transcript sequences to obtain rich functional labels: GO terms, Interpro domains, miRNA
target sites, functional motifs at UTR regions, repetitive sequences and post-translational
modifications. Our preliminary results indicate notable functional annotation differences between
the alternative isoforms of the same gene expressed in different cell types: for around 40% of the
genes with alternative splicing, the expressed isoforms were annotated with different GO terms,
30% of genes expressed isoforms with differential Interpro functional domains and another 30%
had differences at UTRs and miRNA target sites. Figure 2 shows some examples of annotation
differences between expressed isoforms. Further characterisation of functional differences of
alternative isoforms is on-going and will be presented the HiTseq meeting. These results reveal
the complexity of functional differences in alternative isoforms expression and set the way for the
analysis of the genome-wide functional implications of alternative splicing.



String Graph Construction using Incremental Hashing

Ben-Bassat, Ilan; Tel-Aviv University, School of Computer Science
Chor, Benny; Tel Aviv Univesity, School of Computer Science

New sequencing technologies generate larger and larger amount of sequence data at
decreasing cost. Reads produced by the new technologies are relatively short. De novo
sequence assembly is the problem of combining these reads back to the original genome
sequence, without relying on a reference genome. This presents algorithmic and computational
challenges, especially for long and repetitive genome sequences.

Most existing approaches to the assembly problem operate in the framework of de Bruijn graphs.
Yet, a number of recent works employ the paradigm of string graph. We introduce a novel, hash
based method for the construction of the string graph, employing a modification of the
Karp—Rabin fingerprint, as well as Bloom filters. The use of probabilistic data structure might
create false positive and false negative edges during the algorithm’s execution, but these are all
detected and corrected.

The advantages of the proposed approach over existing methods are its simplicity, and in the
incorporation of established probabilistic techniques in the context of de novo genome
sequencing. A preliminary implementation yields a significant improvement in time and memory
with respect to the first direct string graph construction of Simpson and Durbin (2010). Further
research and optimiza- tions will hopefully enable the algorithm to be incorporated, with similar
performance improvement, in state of the art string graph based assembly methods.
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Gustaf: Detecting and Correctly Classifying SVs in the NGS Twilight Zone

Trappe. Kathrin; Freie Universitat Berlin, Department of Computer Science

Emde, Anne-Katrin; New York Genome Center,

Ehrlich, Hans-Christian; Freie Universitat Berlin, Department of Computer Science
Reinert, Knut; Freie Universitat Berlin, Department of Computer Science

The landscape of structural variation (SV) including com- plex duplication and translocation
patterns is far from resolved. SV detection tools usually exhibit low agreement, are often geared
tow- ards certain types or size ranges of variation, and struggle to correctly classify the type and
exact size of SVs.

Results: We present Gustaf (Generic mUIti-SpliT Alignment Finder), a sound generic multi-split
structural variation (SV) detection tool that detects and classifies deletions, inversions, dispersed
duplications and translocations of 30bp or larger. Our approach is based on a generic multi-split
alignment strategy that can identify SV breakpoints with base pair resolution. We show that
Gustaf correctly identifies SVs especially in the range from 30 to 100 bp, which we call the NGS
twilight zone of SVs, as well as larger SVs > 500 bp. Gustaf performs better than similar tools in
our benchmark and is furthermore able to correctly identify size and location of dispersed
duplications and translocations.

Availability: Project information and source code is available at
http://www.seqan.de/projects/gustaf/



Resolving Complex Tandem Repeats with Long Reads

Ummat, Ajay; Ilcahn School of Medicine at Mount Sinai, Genetics and Genomics Sciences
Bashir, Ali; lcahn School of Medicine at Mount Siani, Genetics and Genomic Sciences

Motivation: Resolving tandemly repeated genomic sequences is a necessary step in improving
our understanding of the human genome. Short tandem repeats, or microsatellites, are often
used as molecular markers in genetics, and clinically, variation in microsatellites can lead to

genetic disorders like Huntingon’s diseases. Accurately resolving repeats, and in particular
tandem repeats (TRs), remains a challenging task in genome alignment, assembly, and

variation calling. Though tools have been developed for detecting microsatellites in short-read
sequencing data, these are limited in the size and types of events they can resolve.

Single-molecule sequencing technologies may potentially resolve a broader spectrum of tandem
repeats given their increased length, but require new approaches given their significantly higher
raw error-profiles. However, due to inherent error profiles of the single molecule technologies,
these reads presents a unique challenge in terms of accurately identifying and estimating the
tandem repeats.

Results: Here we present PACMONSTR a reference-based probabilistic approach to identify the
TR region and estimate the number of these TR elements in long DNA reads. We present a
multi-step approach that requires as input, a reference region and the reference tandem repeat
element. Initially, the TR region is identified from the long DNA reads via a 3-stage modified
smith-waterman approach and then, expected number of TR elements are calculated using a
pair-Hidden Markov Models (pairHMM) based method. Finally, TR based genotype selection (or
clustering: homozygous/heterozygous) is performed with gaussian-mixture-models (GMMs),
utilizing the Akaike information criteria (AIC), and coverage expectations.

Availability: https://github.com/alibashir/pacmonstr



Assessing Copy Number Alterations in Targeted Amplicon-Based Next
Generation Sequencing Data

Grasso, Catherine
Butler, Timothy
Rhodes, Katherine
Quist, Micheal

Neff, Tanaya

Moore, Stephen
Tomlins, Scott
Beadling, Carol
Anderson, Mark
Corless, Christopher

Targeted sequencing using next generation technologies is effective in identifying sequence
alterations in genomic DNA from cancer samples, and these alterations can inform clinical

treatment decisions. Changes in gene copy number are also important in delivering precision
medicine. While recent studies have established that copy number alterations (CNAs) can be

detected in sequencing libraries prepared by hybridization-capture, there has been little effort on
CNA assessment in amplicon-based libraries prepared by PCR. In this study we developed and
validated an algorithm for detecting CNAs in amplicon-based sequencing data. CNAs from the
algorithm mirrored those from a hybridization-capture library. Analysis of sequence data from 14
pairs of matched normal and breast carcinoma tissues revealed that data pooled from normal

samples could be substituted for the matched normal without affecting the detection of clinically
significant CNAs. Comparison of CNAs identified by array CGH and amplicon-based libraries
across 10 breast carcinoma samples showed an excellent correlation. The correlation with FISH

results was also very good, with agreement in 34 of 36 assessments. Factors found to influence

the detection of CNAs included the number of amplicons per gene, the average read depth and,
most importantly, the proportion of tumor within the sample. Our results show that CNAs can be

identified in amplicon-based targeted sequencing data, and that their detection can be optimized
by ensuring adequate tumor content and read coverage. Targeted sequencing is especially
applicable to real treatment settings, because it can be used effectively on formalin fixed paraffin
embedded (FFPE) samples, which is how most samples are prepped in clinical pathology. To

explore the effectiveness of this approach, we will present targeted CNA data from an archival
FFPE prostate cancer cohort that is representative of typical patient samples, including 53 PCa
specimens with 8 tumor/lymph node pairs, 14 nodal/distant metastases, 26 treated specimens,

and 3 high grade prostate core biopsies. Integrating this CNA data with other relevant data, such
as point mutation and indel calls and gene expression, revealed interesting cases that suggest
that targeted CNA data can be used to positively impact patient care. This techniques is already
being used in routine patient care at OHSU, because it was shown to identify actionable
mutations being missed by other techniques.



Characterization of Complex Structural Variants with Single Molecule and
Hybrid Sequencing Approaches

Ritz, Anna; Virginia Tech, Computer Science

Bashir, Ali; lcahn School of Medicine at Mount Siani, Genetics and Genomic Sciences; Icahn
School of Medicine at Mount Siani, Institute for Genomics and Multiscale Biology

Sindi, Suzanne; University of California, Merced, Applied Mathematics

Hsu, David; Pacific Biosciences,

Haijirasouliha, Iman; Brown University, Computer Science

Raphael, Benjamin; Brown University, Computer Science; Brown

University, Center for Computational Molecular Biology

Motivation: Structural variation is common in human and cancer genomes. High-throughput DNA
sequencing has enabled genome-scale surveys of structural variation. However, the short reads
produced by these technologies limit the study of complex variants, particularly those involving
repetitive regions. Recent “third-generation” sequencing technologies provide single-molecule
templates and longer sequencing reads, but at the cost of higher per-nucleotide error rates.

Results: We present MultiBreak-SV, an algorithm to detect structural variants from single
molecule sequencing data, paired read sequencing data, or a combination of sequencing data
from different platforms. We demonstrate that combining low-coverage third- generation data
with high-coverage paired read data is advantageous on simulated chromosomes. We apply
MultiBreak-SV to third-generation sequencing data from four human fosmids and show that it
detects known structural variants with high sensitivity and specificity. Finally, we perform a
whole-genome analysis on third-generation sequencing data from a complete hydatidiform mole
cell line and report 45 high-probability structural variants.

Availability: MultiBreak-SV is available at http://compbio.cs.brown.edu/software/

Contact: annaritz@vt.edu braphael@cs.brown.edu
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Detecting Differential Peaks in ChIP-seq Signals with ODIN

Allhoff, Manuel; Helmholtz Institute for Biomedical Engineering, RWTH Aachen University

Seré, Kristin; Helmholtz Institute for Biomedical Engineering, RWTH Aachen University; Institute
for Biomedical Engineering, Department of Cell Biology, RWTH Aachen University Medical
School

Chauvistré, Heike; Helmholtz Institute for Biomedical Engineering, RWTH Aachen University;
Institute for Biomedical Engineering, Department of Cell Biology, RWTH Aachen University
Medical School

Lin, Qiong; Helmholtz Institute for Biomedical Engineering, RWTH Aachen University; Institute for
Biomedical Engineering, Department of Cell Biology, RWTH Aachen University Medical School
Zenke, Martin; Helmholtz Institute for Biomedical Engineering, RWTH Aachen University; Institute
for Biomedical Engineering, Department of Cell Biology, RWTH Aachen University Medical
School

Costa Filho, lvan; RWTH Aachen University Medical School, IZKF Computational Biology
Research Group, Institute for Biomedical Engineering; Aachen Institute for Advanced Study in
Computational Engineering Science (AICES), RWTH Aachen University; Federal University

of Pernambuco, Center of Informatics

Motivation: Detection of changes in DNA-protein interactions from ChIP-seq data is a crucial step
in unraveling the regulatory networks behind biological processes. The simplest variation of this
problem — differential peak calling — is defined as finding genomic regions, where the
interaction of a particular protein with DNA changes between two cellular conditions. The great
majority of peak calling methods can only analyse one ChlP-seq signal at a time and are unable
to perform differential peak calling. Recentl